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Mporpama HaBuyanbHOI gucuunninm / Curriculum of the academic discipline

1. Onuc HaBYaNbHOI AUCUUNAIHY, 1T MeTa, NpeaMeT BUBYAHHA Ta pe3y/bTaTu HaBYaHHA /
Description of the academic discipline, its aim, subject of study, and learning outcomes

AKTyanbHICTb KpeaUTHOro mMoAynA CNMPAETbCA Ha 3pOCTalouvy Bary MNPUCTPOIB AOMNOBHEHOI Ta
BiPTYyaNbHOI peanbHOCTI Ha CBITOBOMY PUHKY. KpeauTHUI Moaynb MOTUBYE CTYAEHTIB A0 NPAKTUYHOIO
BUKOPUCTAHHSA YMiHb, HabyTUX BNPOAOBXK NonepeAHboro HaB4aHHA. 3MicT moayna NobyaoBaHMN TakKnum
YMHOM, WD MOro BUBYEHHA MaNo NPAKTUYHE 3HAYEHHA, CNPSMOBAHEe Ha 3ano4YaTKyBaHHA cTapTany.

MeTolo KpegutHoro moaynsa € GOpMyBaHHA Yy CTYAEHTIB BCEBIYHOro PO3yMiHHA TEXHONOriN
BiPTYyaNbHOI peasbHOCTi 32 PaxyHOK ONaHyBaHHA TEOPETUYHOI Ta AATOPUTMIYHOI 6a3n meToaiB CUHTe3y
OOMNOBHEHOI peasibHOCTi, AOMNOBHEHOI BIipTya/ibHOI peanbHOCTI Ta BiPTYanbHOI peanbHOCTI. 3MicT
KpeamMTHOro moaynto pobutb BHECOK A0 PO3BUTKY OCOOUCTOCTI CTyAEHTa AK NPAKTUKYOHOro AOCNIAHNKA,
34aTHOrO BTI/INTM 334YMU Y NPOrPaMHO - anapaTtHOMY KOMMEKCi.

IHTerpanbHOK KOMMNETEHTHICTIO € 34aTHICTb PO3B’A3yBaTK 3a4a4i A40CNiAHULbKOrO Ta/abo
iHHOBaLiMHOro xapaKktepy y cdepi Komn'toTEPHUX HaYK.
3ara/sibHi KOMNETEeHTHOCTi KpeauTHoro mogynto (3K)

— 3[aTHICTb A0 abCTPAKTHOrO MUCNEHHSA, aHani3y Ta cuHTesy (3K 01);

— 3/[aTHIiCTb 3aCTOCOBYBATM 3HaHHA Y NPAKTUYHUX cuTyauisax (3K 02);

— 34aTHICTb BUNTMCA 1 OBONOAIBATU Cyd4acHUMM 3HaHHAMM (3K 05).
daxoBi KOMnNeTeHTHOCTi KpeauTHoro mogynto (PK)

— YCBiJOMNIEHHA TEOPETUYHMX 3acag Komn'toTepHux Hayk (PK 01).

— 34aTHIiCTb po3pobaaTn nporpamHe 3abesneyeHHA BigNOBIAHO A0 cHOPMYyNbOBAHMUX BUMOT 3
ypaxyBaHHAM HasBHUX pecypciB Ta obmexeHb (OK 07).

— 34aTHICTb po3pobaaTH i peanizoByBaTU NPOEKTM 3i CTBOPEHHA NPOrpamMHoOro 3abesneyeHHs, y
TOMY 4ucni B HenepeabayyBaHMX YMOBax, 3a HEYITKMX BMMOI Ta HeoOXiAHOCTi 3aCTOCOBYBAaTU HOBI
cTpaTeriyHi niaxoam, BUKOPUCTOBYBATU MPOrPamHi iHCTPYMEHTU A1 opraHi3auii KomaHaHOoT poboTh Hafg,
npoexkTom (PK 08).

— 303THICTb BMKOPMUCTOBYBATU OAepXKaHi 3HAHHA ANA NPOrpamHoil peanisauii peanicTM4HOro
npeacTaB/leHHA TPUBUMIPHUX MNPOLLECIB Ta O6’EKTIB 3 MOXAMBICTIO X iHTEPAKTUBHOINO KOHTPOJIIO,
TEXHO/IOTiN  AOMOBHEHOI Ta BiPTya/NbHOI pPeanbHOCTI i3 3acTOCYyBaHHAM CMELiafibHOro TexXHiYHOoro
obnagHaHHA (PK 19).

MporpamHi pe3ynbTatn HaBYaHHA KpegutHoro moayaio (MPH)

— MaTW cneuianizoBaHi KOHLENTya/bHi 3HAHHA, WO BKAKOYAOTb Cy4aCHi HayKoBi 3400yTKM y
chepi KOMN'IOTEPHUX HAYK i € OCHOBOIO ANA OPMUFiHAaNbHOrO MWUC/TEHHA Ta NPOBEAEHHA AOCAIAMKEHb,
KPUTUYHE OCMUCNEHHSA Npobem y cdepi Komn'toTepHUX HayK Ta Ha MeXKi rany3ei 3HaHb (MPH 01);

— MaTu cnewianizoBaHi YMiHHA/HAaBUYKM PO3B’A3aHHA NPO6AEM KOMN IOTEPHUX HAYK, HEOBXiAHi
ANA NpoBefeHHA AocniaXKeHb Ta/abo npoBaAKeHHA iIHHOBALLIMHOI AiANbHOCTI 3 METOI PO3BUTKY HOBMX
3HaHb Ta npoueayp (MPH 02);

— po3pobaATN KOHUENTYaNbHY MoAenb iHpopmalL,inHoi abo komn'toTepHoi cuctemu (MPH 06);

— po3pobaATN MaTeMaTU4YHI Moaeni Ta MeToau aHanisy AaHux (BkAo4YHO 3 Bennkumu) (MPH 08);

— CTBOPHOBATM HOBi aNrOPUTMK PO3B'A3yBAHHA 3a4a4 Yy chepi KOMN'OTEPHUX HAYK, OLLIHIOBATH iX
epeKTUBHICTb Ta 0OMeKeHHA Ha ix 3actocyBaHHa (MPH 11);

— oujHloBaTM Ta 3abe3neyyBaTu SAKICTb IHPOPMALIMHUX Ta KOMMN'IOTEPHUX CUCTEM PIi3HOTO
npusHadeHHs (MPH 13);

— TecTyBaTu nporpamue 3abesneyenHs (MPH 14);

— BOJIOAITU TEOMETPUYHMMM METOAAMWU CUHTEe3y [AOMOBHEHOI i BiPTYyaNbHOI peanbHOCTI,

CTBOPEHHA MoJAenein oCBITAeHHA Ta ¢oTopeanicTMyHUX 306pakeHb ANsA Po3B’A3aHHA rpadiyHUx 3aaad
(MPH 22).



The relevance of the credit module is based on the growing significance of augmented and
virtual reality devices in the world market. This module encourages students to apply the skills acquired
in previous studies to practical tasks. The content is structured to ensure practical applicability, with a
focus on fostering startup development.

The aim of the credit module is to provide students with a comprehensive understanding of
virtual reality technologies through mastering the theoretical and algorithmic foundations of augmented
reality, augmented virtual reality, and virtual reality synthesis. The module’s content contributes to the
development of students as practicing researchers capable of implementing their ideas in software-
hardware systems.

The integral competency developed through this module is the ability to solve research and/or
innovation-driven problems in the field of computer science.

General Competencies of the Credit Module (3K)

— ability for abstract thinking, analysis, and synthesis (3K 01);

— ability to apply knowledge in practical situations (3K 02);

— ability to learn and acquire modern knowledge (3K 05).

Professional Competencies of the Credit Module (MPH)

— comprehension of the theoretical foundations of computer science (MPH 01);

— ability to develop software in accordance with specified requirements, considering available
resources and constraints (MPH 07);

— ability to design and implement software development projects, including in unpredictable
conditions, under ambiguous requirements, and with the need to apply new strategic approaches;
proficiency in utilizing software tools for organizing team-based project work (MPH 08);

— ability to apply acquired knowledge for the software implementation of realistic
representations of three-dimensional processes and objects, enabling interactive control, as well as
augmented and virtual reality technologies using specialized technical equipment (MPH 19).

Program Learning Outcomes of the Credit Module (NPH)

— possess specialized conceptual knowledge, including contemporary scientific advancements in
the field of computer science, serving as a foundation for original thinking, conducting research, and
critically analyzing problems in computer science and at the intersection of disciplines (MPH 01);

— possess specialized skills in solving computer science problems necessary for conducting
research and/or engaging in innovative activities aimed at developing new knowledge and procedures
(MPH 02).

— develop a conceptual model of an information or computer system (MPH 06);

— develop mathematical models and data analysis methods (including big data) (MPH 08);

— create new algorithms for solving problems in computer science, evaluate their efficiency, and
determine their application constraints (MPH 11);

— assess and ensure the quality of information and computer systems for various purposes (MPH
13);

— test software (MPH 14);

— apply geometric methods for synthesizing augmented and virtual reality, designing lighting
models, and generating photorealistic images for solving graphical problems (MPH 22).

2. MNpepeKBi3nTH Ta NOCTPEKBI3UTU AUCLUNANIHU (MicLe B CTPYKTYPHO-N0TiUHIl cxeMmi HaBYaHHA
3a BignoBigHO0 OCBITHbOIO Nporpamoto) / Prerequisites and post-requisites of the course
(place in the structural-logical scheme of study for the corresponding educational program)

MpepekBisautn aucuunniin. MNepeaymoBOKO BMBYEHHA KpeauTHoro mopgyna «MeTtogm cuHTesy
BipTYaNlbHOI PEanbHOCTI» € yCMilWHE BUKOHAHHA HACTYMHUX KpeaguTHUX MOoAyAiB 3a cneuianbHicTio 122
«Komn’toTepHi HayKu»:

— «leomeTpuyHe MogentoBaHHA Ta Komn’'toTepHa rpadika» (VILVII  cemectp, 3rigHo
HaBYa/IbHOrO NAaHy NiAroTOBKM 6akanaspis);



— «Bisyani3zauis rpadiuHoi Ta reomeTpuyHoOi iHpopmaLii» (I cemecTp, 3rilHO HaBYaNIbHOTO NAAHY
NiaroToBKM maricTpis).

MocTpekBiauTn gucuunaiHn. JaHnin KpeguTHUM MOAYNb € NEPEAYMOBOK BUBUYEHHA HACTYMHMUX
KpeamuTHUX MoAyNiB 3a cnewianbHicTio 122 «Komn'toTepHi HayKn»:

— «Undposa ob6pobka 306paxkeHb» (Il cemecTp, 3rigHO HaBYaIbHOrO NIAHY NiAFOTOBKU APYroro
POKY HaBYaHHA maricTpis).

Prerequisites for the discipline. The prerequisite for studying the credit module "Methods of
Synthesis of Virtual Reality " is the successful completion of the following credit modules in the specialty
122 "Computer Science":

"Geometric Modeling and Computer Graphics" (VII, VIl semester, according to the bachelor's
degree curriculum);

"Visualization of Graphical and Geometric Information" (I semester, according to the master's
degree curriculum).

Postrequisites for the discipline. This credit module is a prerequisite for studying the following
credit modules in the specialty 122 "Computer Science":

— "Digital Image Processing" (lll semester, according to the second-year master's degree
curriculum).

3. 3micT HaBYaNbHOI AUCLUUNIIHU

Po3ain 1. CuHTe3 BisyaNbHOi KOMNOHEHTU BipTyaZIbHOI peaNbHOCTI

Tema 1.1. TakcoHOMIA Ancnaeis 3MmilWlaHOI peanbHOCTI

Tema 1.2. O3HaKU IMNOBUHUN TPMBUMIPHOI cLieHW. MNoHATTA Napanakcy Ta aHarnidpy

Tema 1.3. MNapanenbHa oce-acCMMETPUYHA NEePCNeKTUBHA NPOEKLiA

Tema 1.4. IHKeHepia NPOrpamMHOro 3acTOCYHKY ANA reHepauii aHarnigpy

Tema 1.5. IHAMBigyanbHi Npunagun gna CNPUNHATTA CTEPEOCKONIYHOro 306parkeHHA
Po3ain 2. OpieHTauin y npocropi

Tema 2.1. OpieHTauia y npocTopi 3a 40NOMOroto 3-Xx 0CbOBOro akcesiepomeTpa

Tema 2.2. OpieHTauia y npocTopi 3a 4ONOMOroto 3-x 0CbOBOro MarHiTomeTpa

Tema 2.3. OpieHTauia y npocTopi 3a 40ONOMOroto 3-x 0CbOBOrro ripockomny

Tema 2.4. OpieHTaLia y NpocTopi Ha OCHOBI 3AUTTA AAHMUX CEHCOPIB CMapPTPOHY
Po3ain 3. JlloguHO-MalLMHHA B3aEMOA,if

Tema 3.1. B3aemogis ntoanHM 3 KoMn'toTepom

Tema 3.2. OcobamBoCTi 30pYy NOANHU

Tema 3.3. MawunHHe 6a4eHHA. Pob6oTa 3 BigeonoTOKOM

Tema 3.4. IHXKeHepia IHTePaKTUBHOro A0AaTKY WOA0OMY BipTyanbHOI peanbHOCTI
Po3pin 4. CuHTE3 ayAio KOMNOHEHTU BiPTyasbHOI peanbHOCTI

Tema 4.1. O3HaKM CNPUNHATTA FNMNMOUHM 3BYHAHHA TPUBMMIPHOT CLLEHN

Tema 4.2. NpuKnag peanisauii 3B8yKOBOro nemnsaxy

Section 1. Synthesis of the visual component of virtual reality
Topic 1.1. Taxonomy of mixed reality displays
Topic 1.2. Depth cues in a three-dimensional scene. Concepts of parallax and anaglyph
Topic 1.3. Parallel axis-asymmetric perspective projection
Topic 1.4. Software engineering for anaglyph generation
Topic 1.5. Classification of fusion levels between real and virtual worlds
Topic 1.6. Individual devices for stereoscopic image perception

Section 2. Spatial Orientation
Topic 2.1. Spatial orientation using a 3-axis accelerometer
Topic 2.2. Spatial orientation using a 3-axis magnetometer



Topic 2.3. Spatial orientation using a 3-axis gyroscope

Topic 2.4. Sensor fusion-based spatial orientation in smartphones
Section 3. Human-Machine Interaction

Topic 3.1. Human-computer interaction

Topic 3.2. Characteristics of human vision

Topic 3.3. Machine vision and video stream processing

Topic 3.4. Engineering an interactive virtual reality headset application
Section 4. Synthesis of the audio component of virtual reality

Topic 4.1. Depth perception cues in three-dimensional soundscapes

Topic 4.2. Example of an audio landscape implementation

4. HasuyanbHi matepianu Ta pecypcm / Educational materials and resources

OcHoeHa nimepamypa / Primary literature

1. LaValle M.S. Virtual Reality. Wordware University of Oulu: Cambridge University Press, 2020.
- 426 p.

2. Campbell C. Oculus Quest 2 and Rift S User Guide: The Complete User Manual for Beginners
to Master the Functionalities and Features of Oculus Quest 2 & Rift S. Independently published, 2022. —
99p.

3. Rose D. SuperSight: What Augmented Reality Means for Our Lives, Our Work, and the Way
We Imagine the Future. BenBella Books, 2021. — 256p.

4, Howse J. Learning OpenCV 4 Computer Vision with Python 3: Get to grips with tools,
techniques, and algorithms for computer vision and machine learning, 3rd Edition. Packt Publishing,
2020. - 372p.

5. Buttfield-Addison P., Manning J., Nugent T. Unity Game Development Cookbook: Essentials
for Every Game. O'Reilly Media, 2019. — 408p.

6. Real VR — Immersive Digital Reality: How to Import the Real World into Head-Mounted
Immersive Displays (Lecture Notes in Computer Science Book 11900). Springer, 2020. — 370p.

7. Norman K.L. Cyberpsychology: An Introduction to Human-Computer Interaction.
Cambridge University Press, 2017. — 476p.

Aodamkoea nimepamypa / Supplementary literature
1. Leventhal L., Glasgal R. Understanding and Installing an Ambiophonic System.
http://www.ambiophonics.org/Tutorials/UnderstandingAmbiophonics.html

HasuanbHui KoHTeHT / Educational content

5. MeToauKa onaHyBaHHA HaBYa/IbHOI AUCUUNANIHK (OCBITHLOrO KOMMNOHeHTa) /
Methodology for Mastering the Educational Discipline (Educational Component)

Kinb.
No aya. roa,.
3.M0. Tema nekuy,jii Ta Topic of the lecture and /
/ nepenik OCHOBHUX NWUTaHb list of key subjects Number
No. of classr.
hours
Po3ain 1. CuHTe3 Bi3yaNbHOI KOMNOHEHTU BiPTYaNbHOI peanbHOCTi /
Section 1. Synthesis of the Visual Component of Virtual Reality
1 JIEKUIA 1. Tema: TakcoHomia oucnneie | LECTURE 1. Topic: Taxonomy of Mixed 2
3MiWaHoi peansHocmi Reality Displays
XapaKTepucTnka enemeHTiB KOHTUHYYMmy | Characterization of the elements of the




BipTYa/IbHOCTi: peanbHiCTb, AONOBHEHA
peanbHicTb, AOMOBHEHa  BipTyanbHa
peanbHicTb, BipTyanbHa  peasnbHiCTb.

MoHAaTTA 3miWwaHoi peanbHOCTI.
Knacuoikauia aucnneis 3MiLlLaHol
peanbHOCTI.

Knacuoikauia piBHiB 3/MTTA peanbHOro
Ta BIpTYanbHOro CBIiTiB: ONUC CBITY 3
TOYKMH 3opy CTyneHsA Ni3HaHHA;
[OCTOBIPHICTb Big06paXKeHHsA CBiTy; onuc
CBITY 3 TOUYKM 30pY CTYNEHA NPUCYTHOCTI.

virtuality continuum: reality,
augmented reality, augmented
virtuality, virtual reality. The concept of
mixed reality. Classification of mixed
reality displays.

Classification of levels of merging the
real and virtual worlds: description of
the world from the perspective of the
degree of cognition; authenticity of
world representation; description of
the world from the perspective of the
degree of presence.

JIEKUIA 2. Tema: O3Haxku eaubuHu
mpusumipHoi CUeHu. lMoHamma
napanaxkcy ma aHaeasigy.

®i3nyHi Ta MeHTanbHi 03HaKM TNUOUHM
TPUBUMIPHOI CLLEHW.

Hankpawyi NPaKTUKN CTBOPEHHA
CTepeoCcKoniYHOro 306paxKeHHs.
FOpWM30HTaNbHWUI Napanakc (HeraTMBHUN,
NO3UTUBHUIN, HYNbOBUN). BepTUKanbHUI
napasnakc (toe-in metop).

LECTURE 2. Topic: Depth cues of a
three-dimensional scene. The concept
of parallax and anaglyph.

Physical and mental depth cues of a
three-dimensional scene.

Best practices for creating stereoscopic
images.

Horizontal parallax (negative, positive,
zero). Vertical parallax (toe-in method).

JIEKUIA 3. Tema: [lapanensHa oce-
acumMempuy4Ha rnepcrieKmueHa rnpoexyis.
Po3paxyHoK napanenbHoi oce-
aCUMETPUYHOI NepCneKTUBHOI NpoeKu,l.

LECTURE 3. Topic: Parallel axis-
asymmetric perspective projection
Calculation of parallel axis-asymmetric
perspective projection.

JIEKUIA 4. Tema: IHyeHepisa

Mpo2pPamMHO20 30CMOCYHKY 018 2eHepayii

aHaznigy.

Etanu pPO3p0o6KM NporpamHoro
3aCTOCYHKY ANna reHepauii aHarnipHoro
306paXKeHHs: Ha/aLWTyBaHHA

CTEPEeOCKONIYHOI KaMepu, HanawTyBaHHA
dinbTpauii  KonbopiB, HaNaWTyBaHHSA
NPOXOAiB PEHAEPUHTY CLUEHMW.

LECTURE 4. Topic: Engineering of a
software application for anaglyph
generation

Stages of software development for
generating an anaglyph image: setting
up the stereoscopic camera,
configuring color filtering, configuring
scene rendering passes.

JIEKLIA 5. Tema: IHOuBidyansHi npunadu
0n1a cnpulHAMMA CcmepeocKoniyHo2o
306paXeHHsA

AnapaTHi 3acobu CTBOpeHHA OKpemoro
306paKeHHA AN1A KOXHOro OKa N0ANHMU:
nacuBHi aHarnidHi OKynspu, nNacuBHi
nonapusauinHi (H/V, CW/CCW) okynsapw,
AKTUBHI OKyNApK i3 3aTBOPOM Ha OCHOBI
PiAKUX KpWUCTaniB, LWOAOM BipTyasibHOI
peanbHocTi (Oculus Rift, Google Cardbox,
Microsoft Hololens).

LECTURE 5. Topic: Individual devices for
stereoscopic image perception
Hardware solutions for generating
distinct images for each human eye:
passive anaglyph glasses, passive
polarization glasses (H/V, CW/CCW),
active shutter glasses based on liquid
crystal technology, virtual reality
headsets (Oculus Rift, Google
Cardboard, Microsoft HoloLens).

Po3pgin Il. OpieHTauia y npoctopi / Section Il. Spatial orientation

JIEKLIA 6. Tema: OpieHmauisa y npocmopi
30 00NoMo20k 3-X 0Cb08020
aKcenepomempa

MpuHUMN poboTn umdposoro

Lecture 6. Topic: Spatial orientation
using a 3-axis accelerometer

Principle of operation of a digital
accelerometer. Advantages and




aKcenepomeTtpa. lepesarn Ta HepoNiIKK
Opi€HTALii Yy NPOCTOpPi HAa OCHOBI

limitations of spatial orientation based
on an accelerometer. Engineering of a

akcenepomeTpa. IHXeHepia | software  application  for  spatial
NPOrpamHOro 3acTOCyHKy oOpieHTauii y | orientation utilizing an accelerometer.
npocrtopi i3 3aCTOCYBaHHAM

akcenepomeTpa.

7 JIEKLIA 7. Tema: OpieHmauia y npocmopi | Lecture 7. Topic: Spatial orientation
3a 00romoe2oro 3-x 0Cb08020 using a 3-axis magnetometer
mMazHimomempa Principle of operation of a digital
MpuHUMN poboTn umdposoro | magnetometer. Advantages and
marHiTomeTpa. [lepeBarn Ta Heponiku | limitations of spatial orientation based
opieHTaUii Yy npocTopi Ha OCHOBI | on a magnetometer. Engineering of a
MarHiTomeTpa. IHXeHepia nporpamHoro | software  application for  spatial
3aCTOCYHKY oOpieHTauii y npoctopi i3 | orientation utilizing a magnetometer.
3aCTOCYBaHHAM MarHiTomeTpa.

8 JIEKLIIA 8. Tema: OpieHmauia y npocmopi | Lecture 8. Topic: Spatial orientation
30 00romMoe2oro 3-x 0Cb08020 2ipOCKony using a 3-axis gyroscope
MpuHuMn poboTn umudposoro ripockony. | Principle of operation of a digital
MNepeBaru Ta HeONIKM OpiEHTALIi Y gyroscope. Advantages and limitations
npocTopi Ha ocHOBI ripockony. IHxeHepia | of spatial orientation based on a
NPOrpamHOro 3aCTOCYHKY OpieEHTaL,i Yy gyroscope. Engineering of a software
NPOCTOPI i3 3aCTOCYBAHHAM TipocKony. application for spatial orientation

utilizing a gyroscope.

9 JIEKLIA 9. Tema: OpieHmauia y npocmopi | Lecture 9. Topic: Spatial orientation

Ha OCHOB8I 31uMmms OaHUX ceHcopis
cmapmeoHy

MeTopa 3/nTTA AaHNX CEeHCOopIB
cMmapTdoHy. Nepesarun opieHTau,ii y
NPOCTOpPi HA OCHOBI MeToAy 3IUTTA
OaHNX. IHXKeHepia nporpamHoro
3aCTOCYHKY Opi€eHTaL,ii y NpocTopi Ha
OCHOBIi meToAy 3/IUTTA AaHUX.

based on sensor fusion in smartphones
Methodology of smartphone sensor
data fusion. Advantages of spatial
orientation using data fusion
techniques. Engineering of a software
application for spatial orientation
based on sensor fusion.

Posgin lll. MroaunHo-mawmnHHa B3aemogia / Section Ill. Human-computer Interaction

10

JIEKLIA 10. Tema: B3aemoOia n00uUHU 3
Komm’'romepom

TakcoOHOMIA meToAiB B3aeEmogii NtoanHU
3 KOMN'IOTEPOM Ha OCHOBi ’KecTiB.
AnapaTHi 3acobu B3aemofin NOAUHU 3
KOMM'lOTEPOM:  rpadiyHUii  NAaHLLET,
SpaceBall.

LECTURE 10. Topic: Human-computer
interaction

Taxonomy of human-computer
interaction methods based on gestures.
Hardware tools for human-computer
interaction: graphics tablet, SpaceBall.

11

JIEKUIA 11. Tema: Ocobausocmi 30py
AHOOUHU

OcobnmBocCTi  po3noAinbyoi  34aTHOCTI
OKa  nmwoguHn.  Mogenb  Kosbopy
300parkeHHs YUV, BUAMU
cybamckpeTmnsauii 306parkeHHs.

LECTURE 11. Topic: Characteristics of
human vision

Characteristics of the human eye's
resolving power. YUV color image
model, types of image subsampling.

12

JIEKUIA 12. Tema: MawuHHe 6a4eHHS.
Poboma 3 gideonomoxkom

Pobota 3 anapaTHOK Kamepow 3
BMKOpUCTaHHAM  6ibniotekn OpenCV.
CTBOpPEHHA TEeKCTypu 3 306parkeHHn

LECTURE 12. Topic: Machine vision.
working with video stream

Working with a hardware camera using
the OpenCV library. Creating a texture




Kamepwun, nepefaya TeKCTyp MO LWUHI
OaHUX.

from the camera image, transmitting
textures via the data bus.

13 | JIEKUIA 13. Tema: IHXeHepia
iHmepakmueHo2o 000amKy  WOo/aA0MYy
8ipmyanbHOi peanbHoCcMi

MpUHUMIKN POBOTK LWIOAOMY BipTyanbHOI
peanbHOCTi. Cxema apxiTeKTYpu A04aTKY
wosiomy BipTyanbHOI peasnibHOCTI.
KomneHcauia 6o4ykonogibHoi aucropcii.
Cuctema 6ayeHHsA NOANHN.
MPUCKOPEHHA pPEeHAEPUHTY 3a pPaxyHOK
ocobnuBocTei 3opy NOANHN.
Kibep3anamopoueHHs. MobyaoBa cueHun
SkyBox.

LECTURE 13. Topic: Engineering of
interactive application for virtual reality
helmet

Principles of operation of a virtual
reality helmet. Architecture of the
virtual reality helmet application. Barrel
distortion compensation. Human vision
system. Rendering acceleration based
on human vision characteristics. Cyber-
sickness. Building a SkyBox scene.

Po3pgin IV. CuHTe3 ayAio KOMNOHEHTU BipTyanbHOI peanbHocTi /
Section IV. Synthesis of the audio component of virtual reality

14 | JIEKUIA 14. Tema. O3HaKu crnpuliHaAmmas
2/1UBUHU 38YYAHHA MPUBUMIPHOT cueHU
O3HaKu CNPUIMHATTA TMOUHM 3ByYaHHA Y
TPUBUMIpHiIN cueHni: ILD, ITD, Pinna
localization cues. MpuHUMNK
CcTepeodOHIYHOro 3BY4YaHHA.
AmbiodpoHiuHe Ta naHopambiodoHiuHe
3By4YaHHA. 3MEHLIEHHA MepexpecHux
nepeLuKkos ayaiocurHany.

LECTURE 14. Topic: Cues for perception
of sound depth in a three-dimensional
scene

Cues for perceiving sound depth in a
three-dimensional scene: ILD
(Interaural Level Difference), ITD
(Interaural Time Difference), Pinna
localization  cues. Principles  of
stereophonic sound. Ambiphonic and
panorambiphonic sound. Reduction of
cross-talk in the audio signal.

15 | JIEKLIA 15. Tema. [lpuknad peanizayii

38yK0B020 neli3ancy

MpuKknag peanisauii 38yKOBOro nemnsaxky
Ha ocHoBi HTML5 WebAudio APIl: moaeni
3BYKYy, MapameTpu 3BYKOBOro AxKepena,
aTpnbyTH cnyxava.

LECTURE 15. Topic: Example of
implementing a soundscape
An example of implementing a
soundscape based on the HTML5
WebAudio APIl: sound models, sound
source parameters, and listener
attributes.

Na6opaTtopHi pob6oTtu / Laboratory works

Ne
3aHATTA

/ Hazea nabopamopHoi pobomu
No. of

class

Title of the laboratory work

Kine.
aya. roa.
/
Number
of classr.
hours

KOHTPO/IIO  KPeAUTHOro moAay/ato

pe3ynbTaTiB HaBYaHHSA

Os3HalomneHHs cTyaeHTiB 3  Bugamu | Familiarizing students with the

penTUHroBol cuctemoto ouiHoBaHHA | module and the grading system for

Ta | types of assessment for the credit

evaluating learning outcomes.




Po3ain |. CuHTe3 BipTyanbHoi peanbHocTi / Section I. Synthesis of virtual reality

1P 1 CTBOpEHHA CTepeocKonivyHOro
306parkeHHA NOBEPXHi pa3om 3

Lab 1 Creation of a stereoscopic
image of a surface accompanied

1 0bpob6KOoo 306parKeHHsA Bigeo-Kamepwu with processing of a computer
Komn'toTepa (cTBOpeHHA ckenety video-camera image (development
NPOrPaMHOro 3aCTOCYHKY) of the application skeleton)

) Lab 1 Creation of a stereoscopic
J1P 1 CTBOpEHHA CTepeoCcKonivYHOro . .
. image of a surface accompanied
306paKeHHA NOBEPXHi pa3om 3 . .
] with processing of a computer
0bpob6KOoo 306parKeHHsA Biaeo-Kamepw ] i

2 , , video- camera image (development

Komn’toTepa (po3pobka 06’eKTy ] ]
. of an object for rendering
PEHAEPVUHIY CTEePEOCKOMIYHOro ) )
o . stereoscopic anaglyph image for
aHarnigiyHoro 306pa*keHHA NOBEPXHi)
the surface)
JIP 1 CTBOpEHHA CTepeoCcKonivyHOro Lab 1 Creation of a stereoscopic
306paKeHHA NOBEPXHi Yy NOEAHAHHI 3 image of a surface accompanied
. 06p0obKoto 306parkeHHA Bigeo-Kamepu with processing of a computer
Komn’toTepa (po3pobka 06’eKTy video- camera image (development
pPeHAepPUHTry Bigeo 306parKeHHs y of an object for rendering video in
NAOLWMHI HYIbOBOrO NMapanakcy) the zero-parallax plane)
Po3pgin Il. OpieHTauia y npoctopi / Section Il. Spatial orientation
) ) ) ] Lab 2 Orientation in space based on
JIP 2 OpieHTauia y npocTopi Ha OCHOBI . .
i ) . a physical user interface
MaTepianbHOro iHTepdency Kopmctysaya
6-7 . . ) (development of a data
(po3pobka iHTepdelicy nepenadi AaHuX o
. . . . transmission interface from the
BiZ, MaTepianbHoro iHTepodelicy) o
physical interface)
J1IP 2 OpieHTauia y npocTopi Ha OCHOBI Lab 2: Orientation in space based
8-10 MmaTepianbHoro iHTepdency kopuctysada | on a physical user interface
(poboTa 3 IMU maTepianbHoro (working with the IMU of the
iHTepdelicy) physical interface)
) ) ) ] Lab 2: Orientation in space based
JIP 2 OpieHTauia y npocTopi Ha OCHOBI . .
i ) dei on a physical user interface
MaTepianbHOro iHTepdency Kopmctysaya
11-13 P ] P y ropuety ] (coordinate transformation based
(TpaHcdopmalis KoopamHaT Ha OCHOBI ) . )
. . . . on the orientation of the physical
opieHTaLii maTepianbHoro iHTepdelicy) )
interface)
Po3ain lll. loguHo-malwmHHa B3aemogaia / Section Ill. Human-computer Interaction

14 MoaynbHa KOHTPOIbHa poboTa Module control work

Po3ain IV. CuHTE3 ayAio KOMNOHEHTU BiPTyanbHOI peanbHocTi /
Section IV. Synthesis of the audio component of virtual reality
15 BWKoHaHHA rpagivHoi poboTun Implementation of graphic work

MopaynbHa KoHTponbHa pobota / Modular control work




B mexax u4acy, BuAineHoro AnAa camocTiiMHOi pobOTU, CTyAEHT FOTYETbCA A0 MOAYAbHOI
KOHTPOAbHOI poboTY, WO nonarae y po3pobui 3acTOCYHKY TPEKiHIY KOPUCTYBALbKOTO MapKepy Ha OCHOBI
6ibniotekn AR.js Ha ocHoBi iHbopmauii Po3giny 3. HanucaHHA MOAYyNbHOI KOHTPOAbLHOI poboTu
BiAOYBAETLbCA 32 paxyHOK 2 roanH N1abopaToOpHOro 3aHATTA.

Within the time allocated for independent work, the student prepares for the module control
task, which involves developing an application for user marker tracking based on the AR.js library,
according to the information in Section 3. The writing of the module control task is carried out during 2
hours of laboratory time.

FpadiuHa pobora / Graphic work

B mexax 4acy, BuAineHoro AnA camocTiiMHOi poboTU CTyAeHTa, BiH roTyeTbcA A0 rpadivHoi
poboTH, WO nonsAra€e y po3pobui 3acTOCYHKY CTBOPEHHA 3BYKOBOro nelnsaxy Ha ocHoBi HTML5
WebAudio API. BuKoHaHHA rpagiyHOi poboTn BiAOYBAETbCA 3a PaxyHOK 2 roAuH nabopaTopHOro
3aHATTA.

Within the time allocated for the student's independent work, the student prepares for a graphic
work, which involves developing an application for creating a soundscape based on the HTML5
WebAudio API. The execution of the graphical assignment takes place during 2 hours of laboratory time.

6. CamocriitiHa po6oTa ctyaeHTa / Individual work of the student

CamocTilHa poboTa cTtyaeHTa (60 roamH) nepeabayae NigroToBKy A0 ayAUTOPHUX 3aHATb Ta
KOHTPO/IbHUX 3aX04iB, NPOBEeAEHHA PO3PaxyHKiIB Ta NiAroToBKa BXiAHUX AaHUX A0 poboTu.
Ha Ko»KHy nabopaTtopHy poboTy BUAINAETLCA 9 rOAMH CamMOCTiMHOT poboTu cTyaeHTa (CPC).
[Nna nigrotoBkn A0 moAayAbHOI KOHTPobHOI BUAinaeTbea 10 roanH CPC.
[na BUKOHAHHA rpadivHoi poboTn Buainaerbca 10 rogmH CPC.
Ana nigrotoBKku A0 3aniky smAainaerbca 22 rogmHm CPC.

The student's individual work (60 hours) includes preparation for classroom and control
activities, performing calculations, and preparing input data for the assignments.
For each laboratory work, 9 hours of student individual work (SIW) are allocated.
10 hours of SIW are allocated for preparing to complete the modular control work.
10 hours of SIW are allocated for preparing to complete the graphic work.
22 hours of SIW are allocated for graded credit preparation.

Monituka Ta KoHTpoab / Policy and oversight

7. MoniTMKa HaBYanbHOI AUCLUNNIHU (OCBITHBOrO KOMNOHEHTa) /
Policy of the academic discipline (educational component)

— BigBigyBaHHA NeKUil, a TaKOX BIACYTHICTb HA HMX, He OuiHIoeTbCA. BigBigyBaHHA
NabopaToOpHUX 3aHATb € 060B’A3KOBOIO CKNaA0BOIO BUBYEHHA MaTepiany;

— Npu 3axucTi 1abopaTtopHMx pobiT CTyAeHT Ma€e NPOAEMOHCTPYBATN Po3pobaeHnn NporpamHmi
KOZA Ta pe3ynbTaTM MOro BUKOHAHHA Ha TecTax, AK 3a3ganerigb NiArotoBaHMX, TaK i 3aNpONOHOBAHMX
BUKNagayem. Y BUNaAKy AUCTaHUIMHOT ¢OpmMM HaBYaHHA 3axuCT BiabyBaeTbca Ha BigNOBIAHIN
KOHdepeHLU|ii WAAXoM AeMOHCTpaLii eKpaHa.

— MOAITMKA Ta NPUHUMNN aKagemiyHoi AobpoyecHOCTi BM3HayeHi y po3aini 3 Koaekcy uvecTi
HauioHanbHoOro TexHidyHOro yHiBepcuteTy YKpaiHM «KUIBCbKUIA MOAITEXHIYHWIA HCTUTYT imeHi Iropa
CikopcbKkoro». [letanbHiwe: https://kpi.ua/code.




— HOPMW ETMYHOI MOBEeAIHKM CTYAEHTIB i NpaLuiBHUKIB BM3HaYeHi y po3aini 2 Kogekcy yecTi
HauioHanbHOro TexHiYHOro yHiBepcuteTy YKpaiHU «KWIBCbKUI NOMITEXHIYHWUI IHCTUTYT iMeHi lrops
Cikopcbkoro». letanbHiwe: https://kpi.ua/code.

— attendance at lectures, as well as absence from them, is not assessed. Attendance at
laboratory hours is an obligatory part of the material study;

— during the defense of laboratory work, the student must demonstrate the developed program
code and the results of its execution on tests, both prepared beforehand and those proposed by the
instructor. In the case of remote learning, the defense takes place at the appropriate conference via
screen sharing;

— the policy and principles of academic integrity are defined in Section 3 of the Code of Honor of
the National Technical University of Ukraine "Igor Sikorsky Kyiv Polytechnic Institute." More details:
https://kpi.ua/code;

— the norms of ethical behavior for students and staff are defined in Section 2 of the Code of
Honor of the National Technical University of Ukraine "lgor Sikorsky Kyiv Polytechnic Institute." More
details: https://kpi.ua/code.

8. BuAM KOHTPOJIIO Ta PEUTUHIOBA CUCTEMA OLiHIOBaHHA pe3ynbTaTiB HaBYaHHA (PCO) /
Types of assessment and the grading system for evaluating learning outcomes (GSE)

Cucmema pelimuHaoeux (eazoeux) 6anie ma Kpumepii oyiHoeaHHsA / The system of grading
(weighted) points and assessment criteria

8.1 PeWTHHr CTygeHTa 3 OCBITHbOrO KOMMOHeHTa po3paxosyeTbcA 3i 100 6anis, AKi CTyaeHT
OTPMMYE 33 BMKOHaHHA nabopaTtopHux pobiT (aBox pobit), PIP Ta MKP npoTtarom cemectpy, abo 3a
pe3ynbTaTamm 3aniky;

8.2 Kputepii HapaxyBaHHsA 6anis 3a BUKOHaHHA nabopaTtopHux pobit, PIP ta MKP.

8.2.1 IHguBigyanbHMn BaroBuit 6an 3a BMKOHAHHA 3aBAaHb nabopaTopHux pobit cknagae 10
6anis. MakcMManbHa KinbKicTb 6anis 3a nabopaTopHi 3aBAAHHA AOPIBHIOE:

10 6anis x 2 = 20 6anis.

8.2.2 BMKOHAHHA KOXHOro 3aBAAHHA /N1aboOpaTOpPHOI POBOTU OLIHIOETLCA 33 HACTYNMHMMMU
Kputepiamu:

— MPaBWJ/IbHICTb OTPUMAHUX pe3ybTaTis — Big 1 no 6 6anis;

— YHKLiOHANbHO CNPOEKTOBAHMM iHTepdenc Kopuctysaya — 1 6an;

— iHTepaKTMBHe BBeAEHHA NapameTpis metoay — 1 6an;

— JAWHaMIiYHi 3MiHM Ha eKkpaHi— 1 6an;

— MOoAy/NbHUI cnocib opraxisauii BuxigHoro koay — 1 6an.

8.2.3 MiHimanbHa KinbKicTb 6anis Ana 3apaxyBaHHA n1abopaTopHOi poboTH cknagae 6 (60%).

8.2.4 MaKcmmanbHa KinbkicTb 6aniB 3a KOHTponbHy poboty Ta P popisHioe 15 6anis. Ha
MOAYNbHY KOHTPONbHY PO6OTY BUHOCUTBLCA OAHE NPAKTUYHE 3aBAAHHA.

8.2.4.1 KoHTpobHa Ta rpadiyHa poboTH OLHIOTLCA HACTYMHUM YUHOM:

— MNPaBWJIbHICTb OTPMMaHMX pe3ynbTaTie — Big 1 g0 8 6anis;

— YHKLIOHANbHO CNPOEKTOBAHMM iHTepdenc Kopuctysada — 1 6an;

— iHTepaKTUBHe BBeAEHHA NapameTpiB metoay — 2 banu;

— JAVHaMiYHi 3MiHM Ha eKpaHi — 2 banu;

— MoAyAbHUI cnocib opranisauii BuxigHoro koay — 2 6anu.

8.2.4.2 MiHimanbHa KinbKicTb 6anis gnsa 3apaxyBaHHa MKP ta P cknagae 9 (60%).

8.3. YM0oBM A0NYyCKY A0 3aniKy: 3apaxyBaHHA BCix abopaTopHux pobiT, P Ta MKP. MiHimanbHa
KinbKkicTb HabpaHux 6anis — 30 (60%). 3406yBayi, AKi BUKOHA/N BCi yMOBU A0MNYCKY A0 3a0iKy OTPUMYIOTb
BiANOBigHY PEWTUHIOBY OLiHKY LWAAXOM NOABOEHHA HabpaHwux 6aniB 3a cemecTp 6e3 noTpebu



NPOXOAMKEHHA 3aX04y CEMECTPOBOro KOHTPot0. 3006yBavi, AKi 6arkatoTb NiABULWMTU CBOKO PEUTUHIOBY
OLiHKY, NPOX0OAATb CEMECTPOBUIM KOHTPO/Ib Y BUTAALI 3aNiKY.

8.3.1 Ha 3aniKy CTyAeHTU BWMKOHYIOTb KOHTPOAbHY POBOTY i3 3acToCyBaHHAM Komn'loTepy.
3anikoBuit bineT cKnapgaeTbca 3 ABOX NPAKTUYHMX 3aBAaHb. BaroBumit 6an KOXHOro NpPaKTUYHOro
3aBaaHHA — 50.

8.3.2 MakcumanbHa KinbKictb 6anis 3a cknagaHHA 3aniKy AOPIBHIOE:

50 6anis x 2 = 100 6anis.

8.3.3 KoXHe 3 NpakTUYHMX 3aBAaHb OLIHIOETLCA HACTYNMHUM YNHOM:

— MPaBW/IbHICTb OTPUMAHUX pe3ynbTaTis — A0 30 6anis;

— YHKLiOHAaNbHO CNPOEKTOBAHMM iHTepdelic KopucTyBaya — Ao 5 6anis;

— iHTepaKTMBHe BBEAEHHA NapameTpiB metoay — o0 5 6anis;

— AWHaMIiYHi 3MiHM Ha eKkpaHi — go 5 6anis;

— MoAy/AbHUI cnocib opraxisauii BuxigHoro koay — Ao 5 6anis.

8.4 AKwo 3006yBay, AKNIN CKNaaaB 3anik ANa NiABULEHHS CBOEI PEMTUHIOBOT OLIHKKW, OTPUMAB 3a
Moro pesynbTaTaMM MeEHLWY KinbKicTb 6aniB, Hi*k HabpaHO 3a pe3ynbTaTamMu 3ax0A4iB NOTOYHOro
KOHTPOIO, PENTUHIOBA OLLIHKA BUCTABAAETLCA 3a pPe3y/ibTaTaMm 3aiKy.

8.5 Cyma 6anis 3a 3anikoBy poboTy NepeBOAMUTLCA Y OLHKY OCBITHbOTO KOMMOHEHTY 3rigHO 3
Tabnuueto 1.

8.1 The student's rating for the educational component is calculated from 100 points that the
student receives for completing laboratory works (two works), CGW and MCW during the semester, or
based on the results of the graded credit work;

8.2 Criteria for assigning points for completing laboratory works, CGW, and MCW.

8.2.1 The individual weight for completing the tasks of the laboratory works is 10 points. The
maximum number of points for laboratory tasks is:

10 points x 2 = 20 points.

8.2.2 The performance of each laboratory task is assessed according to the following criteria:

— correctness of the obtained results — from 1 to 6 points;

— functionally oriented design of user interface — 1 point;

— interactive input of method parameters — 1 point;

— dynamic changes on the screen — 1 point;

— modular organization of the source code — 1 point.

8.2.3 The minimum number of points required to pass a laboratory work is 6 (60%).

8.2.4. The maximum number of points for the control work and CGW is 20 points. The modular
control work consists of one practical task.

8.2.4.1 The control work and CGW is assessed as follows:

— correctness of the obtained results — from 1 to 8 points;

- functionally oriented design of user interface — 1 point;

- interactive input of method parameters — 2 points max;

- dynamic changes on the screen — 2 points max;

— modular organization of the source code — 2 points max.

8.2.4.2 The minimum number of points required to pass the MCW and CGW is 9 (60%).

8.3 Conditions for admission to the credit: acceptance of all laboratory works, CGR and MCW.
The minimum number of points gained is 30 (60%). Students who have fulfilled all the conditions for
admission to the graded credit receive the appropriate rating score by doubling the points gained during
semester without the need to pass the semester control event. Applicants who wish to increase their
rating score pass the semester control in the form of a graded credit.

8.3.1 During the exam, students complete a control task using a computer. The exam paper
consists of two practical tasks. The weight of each practical task is 50 points.

8.3.2 The maximum number of points for passing the exam is:

50 points x 2 = 100 points.

8.3.3 The practical task is assessed as follows:



- correctness of the obtained results — 30 points max;

— functionally oriented design of user interface — 5 points max;

- interactive input of method parameters — 5 points max;

— dynamic changes on the screen — 5 points max;

- modular organization of the source code — 5 points max.

8.4 If a student taking a graded credit option scores lower on the graded credit than during the
current control measures, the rating score is issued based on the graded credit results.

8.5 The sum of the starting points and points for the exam control work is converted to the
educational component according to the following table.

Tabnuua 1 — NepepaxyHok 6anis / Table 1 — Points conversion

Banu: C'I:apTOBI 6a{w| + er.<3ameH§u,|MHa KOHTpo/IbHa poborTa / Oujitka Mark
Points: starting points + final exam control work
100...95 BiamiHHO Excellent
94...85 Odye nobpe Very good
84...75 Nobpe Good
74...65 3a40BifIbHO Satisfactory
64...60 JocTtatHbo Enough
MeHuwe / less than 60 He3apoBifbHO Unsatisfactory
€ He3apaxoBaHi poboTu (nabopaTtopHi, MKP, IP) /
There are unaccepted works (laboratory, modular control He gonyweHo Not permitted
work, graphic work)

Po6ouy nporpamy HaB4YanbHOI gucumnnainm (cunabyc):
CKnageHo AOUEHT, K.T.H., lemuniinH AHaToAin AHaToniioBUY
YxBaneHo kapeapoto LMPpoBMX TEXHOOTIN B eHepreTuli (npoTtokon Ne 22 Big, 25.06.2025)

NoroaxxeHo MetoauuHoto pagoto HH IATE KMl im. Irops Cikopcbkoro (npoTtokon Ne 9 Big 27.06.2025)

The course syllabus was:

prepared by Associate Professor, cand. tech. sciences, Anatoliy Demchyshyn.

Approved by the Department of Digital Technologies in Energy (Protocol No. 22 dated 25.06.2025)
Agreed by the Scientific and Methodical Committee of Igor Sikorsky KPI (Protocol No. 9 dated 27.06.2025)



